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TRIBUNAL REGIONAL ELEITORAL DO PIAUI
RESOLUCAO N° 516, DE 17 DE DEZEMBRO DE 2025
PROCESSO ADMINISTRATIVO N° 0600258-77.2025.6.18.0000. ORIGEM: TERESINA/PI
Requerente: Secretaria de Tecnologia da Informagao do TRE/PI
Relator: Desembargador Sebastido Ribeiro Martins

Regulamenta o desenvolvimento, a utilizacdo ética e
segura, 0 monitoramento e a governanca das solugbes de
Inteligéncia Artificial (IA) no ambito da Justica Eleitoral do
Piaui.
O TRIBUNAL REGIONAL ELEITORAL DO PIAUI, no exercicio de suas atribuicdes legais e
tendo em vista o disposto no inciso IX do artigo 15 da Resolugdo TRE-PI n® 107, de 4 de julho de
2005 (Regimento Interno),

CONSIDERANDO a Lei n° 13.709, de 14 de agosto de 2018 (Lei Geral de Protegcdo de Dados
Pessoais - LGPD);

CONSIDERANDO a Resolugdo CNJ n° 615, de 11 de margo de 2025, que estabelece diretrizes
para o desenvolvimento, utilizacdo e governanca de solugdes desenvolvidas com recursos de
inteligéncia artificial no Poder Judiciario;

CONSIDERANDO a Resolugcdo TSE n° 23.644, de 1° de julho de 2021, que dispbe sobre a
Politica de Seguranga da Informagao (PSI) no dmbito da Justica Eleitoral, adotada pelo TRE-PI
por meio da Resolucéo n°® 448, de 24 de maio de 2022;

CONSIDERANDO a necessidade de promover o bem-estar dos(as) jurisdicionados(as) e garantir
seguranca juridica, eficiéncia e transparéncia aos servigos prestados com o uso de IA;

CONSIDERANDO o risco de exposicao de dados e informacdes institucionais e pessoais
sensiveis no uso de sistemas de IA, especialmente aqueles em plataformas abertas ou ndo
contratadas formalmente;

CONSIDERANDO que a Justica Eleitoral do Piaui deve zelar pela seguranca dos dados e
informacdes aos quais tem acesso;

CONSIDERANDO a importancia de incentivar o uso de inovagdes que possam aprimorar o
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trabalho realizado por magistradas, magistrados, servidoras e servidores do Poder Judiciario;

CONSIDERANDO o dever de proteger dados institucionais e pessoais, nos termos da Politica de
Seguranca da Informacao do TRE-PI;

CONSIDERANDO a necessidade de regulamentar o desenvolvimento, o monitoramento, a
utilizacdo e a governanca das solugdes de Inteligéncia Artificial (IA) no &mbito do Tribunal
Regional Eleitoral do Piaui; e

CONSIDERANDO o resultado dos estudos das unidades administrativas do TRE-PI, constante do
Processo SEI n® 0015696-54.2025.6.18.8000,

RESOLVE:
CAPITULO |
DAS DISPOSICOES GERAIS E DOS PRINCIPIOS

Art. 1° Ficam instituidas, por esta Resolugao, as diretrizes para o desenvolvimento, a utilizagdo
ética, o monitoramento e a governanga de solugdes de Inteligéncia Artificial (IA) no ambito da
Justica Eleitoral do Piaui, em conformidade com a Resolugao CNJ n° 615/2025.

Paragrafo unico. Todos os modelos ou solugdes de IA desenvolvidos, contratados ou adotados
deverao ser compativeis com os direitos fundamentais em todas as fases de seu ciclo de vida e
seguir o disposto nesta Resolucdo e nas normas do Tribunal Superior Eleitoral (TSE) e do
Conselho Nacional de Justica (CNJ).

Art. 2° O desenvolvimento, a governanga, a auditoria, 0 monitoramento e 0 uso responsavel e
ético de solugdes de IA pela Justica Eleitoral do Piaui tém como principios:

| — a justica, a equidade, a inclusédo e a ndo-discriminagao abusiva ou ilicita;

Il — a transparéncia, a eficiéncia, a explicabilidade, a contestabilidade, a auditabilidade e a
confiabilidade das solugbes que adotam técnicas de inteligéncia artificial;

Il — a seguranga juridica e a segurancga da informacgéo;

IV — a busca da eficiéncia e qualidade na entrega da prestagéo jurisdicional pelo Poder Judiciario,
garantindo sempre a observancia dos direitos fundamentais e da legislacao vigente;

V — o devido processo legal, a ampla defesa e o contraditério, a identidade fisica do juiz e a
razoavel duragdo do processo, com observancia das prerrogativas e dos direitos dos atores do
sistema de Justica;

VI — a prevengao, a precaugao e o controle quanto a medidas eficazes para a mitigagéo de riscos
derivados do uso intencional ou ndo intencional de solu¢cdes que adotam técnicas de inteligéncia
artificial;

VII — a supervisdo humana efetiva, periddica e adequada no ciclo de vida da inteligéncia artificial,
considerando o grau de risco envolvido, com possibilidade de ajuste dessa supervisao conforme o
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nivel de automacéo e impacto da solucéo utilizada; e

VIll — a oferta, pelo TRE-PI, através de suas unidades competentes, de capacitacdo continua
para magistrados e servidores sobre novas tecnologias de IA, riscos da automacgéo, vieses
algoritmicos e analise critica dos resultados gerados por IA, incluindo agbes de treinamento e
atualizacao continua em solucdes de Inteligéncia Artificial e sobre o uso adequado e responsavel
de modelos de IA Generativa (IAGen).

Art. 3° Para os fins desta Resolugao, considera-se:

| — sistema de inteligéncia artificial (IA): sistema baseado em maquina que, com diferentes niveis
de autonomia e para objetivos explicitos ou implicitos, processa um conjunto de dados ou
informacgdes fornecido e com o objetivo de gerar resultados provaveis e coerentes de deciséo,
recomendacao ou conteudo, que possam influenciar o ambiente virtual, fisico ou real;

Il — ciclo de vida: série de fases que compreende a concepgdo, O planejamento, o
desenvolvimento, o treinamento, o retreinamento, a testagem, a validagdo, a implantagdo, o
monitoramento e eventuais modificacdes e adaptagdes de um sistema de inteligéncia artificial,
incluindo sua descontinuidade, que pode ocorrer em quaisquer das etapas referidas, e o
acompanhamento de seus impactos apés a implantagao;

Il — Sinapses: solugdo computacional destinada a armazenar, testar, treinar, distribuir e auditar
modelos de inteligéncia artificial, disponivel na Plataforma Digital do Poder Judiciario (PDPJ-Br);

IV — usuario: pessoa que utiliza o sistema de IA e exerce controle sobre suas funcionalidades,
podendo tal controle ser regulado ou limitado conforme seja externo ou interno ao Poder
Judiciario;

V — usuario interno: membro, servidor ou colaborador do Poder Judiciario que desenvolva ou

utilize o sistema inteligente, podendo ser enquadrado em diferentes perfis conforme o cargo e
area de atuacao;

VI — usuario externo: pessoa externa ao Poder Judiciario, que interage diretamente com o sistema
de IA do Judiciario, incluindo advogados, defensores publicos, procuradores, membros do
Ministério Publico, peritos, assistentes técnicos e jurisdicionados em geral,

VII — Inteligéncia Artificial (IA): o sistema computacional, com diferentes graus de autonomia,
desenhado para inferir e produzir conteudos, previsdes, recomendagdes ou decisdes que possam
influenciar o ambiente virtual ou real;

VIII — inteligéncia artificial generativa (IA generativa ou IAGen): sistema de IA especificamente
destinado a gerar ou modificar significativamente, com diferentes niveis de autonomia, texto,
imagens, audio, video ou codigo de software, além dos modelos estatisticos e de aprendizado a
partir dos dados treinados;

IX — avaliagdo de impacto algoritmico: analise continua dos impactos de um sistema de |A sobre
os direitos fundamentais, com a identificagdo de medidas preventivas, mitigadoras de danos e de
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maximizacdo dos impactos positivos, sem a violagdo da propriedade industrial e intelectual da
solugao de IA utilizada;

X — viés discriminatério ilegal ou abusivo: resultado indevidamente discriminatério que cria,
reproduz ou reforca preconceitos ou tendéncias, derivados ou ndo dos dados ou seu treinamento;

XI — auditabilidade: capacidade de um sistema de IA se sujeitar a avaliagdo dos seus algoritmos,
dados, processos de concepgao ou resultados, sempre que tecnicamente possivel,

Xl — explicabilidade: compreensao clara, sempre que tecnicamente possivel, de como as
“decisbes” sdo tomadas pela IA;

Xl — contestabilidade: possibilidade de questionamento e revisdo dos resultados gerados pela
1A;

XIV — modelo de IA: conjunto de dados e algoritmos computacionais concebidos a partir de
modelos matematicos, cujo objetivo €& oferecer resultados inteligentes, associados ou
comparaveis a determinados aspectos do pensamento, do saber ou da atividade humana;

XV — dado sintético: informacao artificialmente gerada por algoritmos ou simulagbes de
computador que refletem estatisticamente ou matematicamente dados reais;

XVI — supervisdao humana: principio segundo o qual toda decisdo automatizada deve estar sujeita
a intervencéo e revisdo humana;

XVII — governanca de |A: conjunto de processos, estruturas e politicas destinados a assegurar o
uso ético, transparente e responsavel da IA no ambito institucional,

XVIII — alucinagbes: informacdes que parecem plausiveis, mas sao factualmente incorretas ou
inventadas (ex: citar leis inexistentes, julgados falsos);

XIX — Large Language Model (LLM): um tipo de IA treinada em enormes conjuntos de dados de
texto para entender e gerar linguagem humana; e

XX — prompt: texto em linguagem natural utilizado na IA generativa para execugdo de uma tarefa
especifica.

CAPITULO Il
DA GESTAO DAS SOLUGOES DE INTELIGENCIA ARTIFICIAL

Art. 4° O Comité Diretivo de Tecnologia da Informagdao (CDTI) sera a instancia deliberativa
responsavel por realizar a governanca das solugoes de |A no TRE-PI.

§ 1° O(A) titular da Secretaria de Tecnologia da Informagéo (STI) desempenhara as fungbes de
Secretario(a) do CDTI, para os fins desta Resolugdo, cabendo-lhe apresentar as pautas
relacionadas a adog¢ao ou implementacao de solucdes de IA no ambito do TRE-PI.

§ 2° O CDTI abordara o tema em suas reunides, uma vez a cada trimestre, e extraordinariamente,
sempre que necessario.
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Art. 5° Compete ao CDTI:

| — supervisionar a conformidade das solu¢cdes de IA com esta Resolugdo, os demais atos
normativos deste Regional, as normas do TSE e do CNJ;

Il — analisar os relatérios de Avaliagdo de Impacto Algoritmico (AIA) para solugdes de inteligéncia
artificial de alto risco;

IIl — propor diretrizes éticas e de governanga;
IV — monitorar os resultados e propor melhorias nos sistemas de IA em uso;
V - gerir os riscos dos sistemas de inteligéncia artificial inventariados no TRE-PI; e

VI - recomendar e acompanhar a adog¢ao de boas praticas de desenvolvimento em sistemas de
inteligéncia artificial no &mbito do TRE-PI.

Art. 6° O Comité de Gestao de Inteligéncia Artificial (CGIA) sera a instancia tatica e operacional
responsavel por dar suporte as decisdes do CDTI e serda composto por um(a) representante das
seguintes unidades e nucleo que integram a estrutura administrativa deste Tribunal:

| - Diretoria Geral (DG);

Il - Corregedoria Regional Eleitoral (CRE);

Il - Secretaria de Tecnologia da Informacéao (STI);

IV - Secretaria de Administracdo, Orgcamento e Financas (SAOF);

V - Secretaria Judiciaria (SJ);

VI - Secretaria de Gestao de Pessoas (SGP);

VIl - Ouvidoria (OUVIDORIA);

VIII - Assessoria de Planejamento e Gestao Estratégica (ASPLAN); e
IX - Nucleo de Segurancga da Informacao (NSI).

Paragrafo unico. O(A) representante da Secretaria de Tecnologia da Informagédo (STI)
desempenhara as fungdes de Coordenador(a) a fim de apresentar as pautas relacionadas a
adocao ou implementacao de solucdes de |IA para apreciagao pelo CGIA.

Art. 7° Compete ao CGIA:

| - receber, avaliar a viabilidade e definir o grau de risco das propostas de adocdo, contratacao,
criacao e desenvolvimento de novas ferramentas de |A;

Il - inventariar e manter atualizadas as informagoes sobre sistemas de IA em uso;

lll - consultar a plataforma Sinapses ou outros 6rgaos para verificar a existéncia de ferramentas
semelhantes e registrar novas ferramentas desenvolvidas;
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IV - informar as areas demandantes acerca da aprovagao ou reprovacdo das propostas de
criacao e desenvolvimento de novas ferramentas de Inteligéncia Artificial,

V - avaliar a prestacao de contas dos projetos de modelos de sistemas de IA utilizados;
VI - submeter ao CDTI as propostas consideradas viaveis;

VIl - implementar mecanismos de monitoramento continuo para prevenir o uso de sistemas de IA
vedadas;

VIII - criar diretrizes internas para assegurar que as solugdes de IA estejam em conformidade com
os principios estabelecidos nesta Resolugcdo, com mecanismos adequados de supervisdo e
revisdo periodica;

IX - definir requisitos, metodologia, ferramentas e o ambiente adequado e seguro para o
desenvolvimento, testes e implementagcdes de modelos ou solugdes de IA;

X - promover avaliacao dos sistemas de Inteligéncia Atrtificial classificadas como de alto risco,
avaliando o impacto algoritmico, nos moldes definidos pelo Comité Nacional de Inteligéncia
Avrtificial do Poder Judiciario; e

Xl - propor metodologias de inovagéo, identificar oportunidades de automagéo e coordenar o
mapeamento de riscos e beneficios do uso de IA.

Paragrafo unico. A analise de viabilidade das propostas de adogao, criagdo e desenvolvimento
de novos modelos ou sistemas de |A devera considerar aspectos de seguranga da informagao e
protecao de dados, inclusive pessoais e sensiveis, baseando-se, ainda, na categorizacdo e nos
critérios de avaliacdo de risco previstos no Anexo "Classificacdo de Riscos" da Resolugdo CNJ n°
615/2025.

Art. 8° Compete a Secretaria de Tecnologia da Informacao:

| - disponibilizar ou contratar ambiente adequado e seguro para o desenvolvimento, testes e
implementagdes de modelos ou sistemas de |A;

Il - monitorar e garantir a integridade do ambiente, realizar atualizagées de seguranga, gerenciar
de recursos e implementar politicas de retencéo de dados; e

Il - conceder o acesso ao ambiente aos(as) usuarios(as) internos(as) mediante solicitagao.

Paragrafo tnico: E vedada a criacdo de ambientes destinados ao desenvolvimento, testes ou
qualquer outra finalidade relacionada a IA fora do ambito institucional seguro e adequado.

CAPITULO 1l
DO CICLO DE VIDA, DO DESENVOLVIMENTO E DA CONTRATAGAO DE IA

Art. 9° Propostas de novos modelos ou sistemas de IA deverdo ser submetidas ao CGIA para
avaliacdo de viabilidade, antes de qualquer inicio.
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Art. 10. Os novos projetos de modelos ou sistemas de IA considerados viaveis pelo CGIA
deveréo:

| - indicar os(as) gestores(as) negociais e de tecnologia;
Il - adotar os principios e diretrizes desta Resolucgao; e
Ill - ser incluidos na plataforma Sinapses.

Art. 11. O TRE-PI divulgara anualmente, em meio institucional, relatério com informacdes sobre
iniciativas e projetos de IA, indicadores de uso, boas praticas e resultados obtidos.

Art. 12. O desenvolvimento e a aquisigdo de solugdes de IA deverao priorizar:
| — a interoperabilidade e o desenvolvimento colaborativo com outros 6rgaos;

Il — o uso de dados provenientes de fontes publicas ou governamentais, garantindo sua precisao
e integridade;

Il — a adocdo de medidas de seguranga da informagao, incluindo criptografia e isolamento de
dados, em conformidade com a LGPD e a Politica de Seguranca da Informacgéo do TRE-PI; e

IV - a compatibilidade dessas solugdes com os direitos fundamentais previstos na Constituicdo da
Republica ou em tratados de que a Republica Federativa do Brasil seja parte, em todas as fases
do ciclo de vida da solugao de IA.

Art. 13. Sera priorizada a utilizagcdo de dados sintéticos ou anonimizados nos processos de
treinamento de IA.

Paragrafo unico. Na hipotese de utilizacdo de dados reais, as amostras deverao ser,
preferencialmente, representativas e observar as cautelas necessarias relativas a protecao de
dados pessoais e sensiveis.

Art. 14. O desenvolvimento de novos modelos ou solugdes de IA devera seguir os procedimentos
dispostos na Politica de Segurangca da Informagdo da Justica Eleitoral estabelecida pela
Resolucao TSE n° 23.644/2021 ou outra que venha a substitui-la.

Art. 15. O desenvolvimento de solugcdes de IA no ambito do TRE-PI devera ser realizado
preferencialmente no ambiente da Plataforma Sinapses ou em outro ambiente institucional seguro
que garanta o isolamento dos dados.

Art. 16. A utilizacdo de modelos de IA de mercado (proprietarios ou de cédigo aberto) em
ambiente institucional s6 sera permitida mediante contratacdo ou acordo formal que assegure:

| — a nao utilizagao, para fins de treinamento do modelo, dos dados inseridos pelo TRE-PI;

Il — 0 armazenamento dos dados em territério nacional ou em pais que garanta nivel de protecao
de dados adequado; e

Il — a conformidade com a LGPD e as diretrizes de seguranga da informagao do Tribunal.
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Art. 17. A descontinuidade e a substituicdo de solucdes de IA deverdo observar o ciclo de vida
seguro dos dados e do sistema, garantindo a eliminacdo adequada de registros, a revogacgao de
chaves e credenciais de acesso, a exclusdo de dados pessoais e a preservagao dos logs
necessarios a auditoria e a rastreabilidade.

CAPITULO IV
DA CLASSIFICACAO DE RISCO, DO USO E DAS VEDACOES

Art. 18. O uso de solucdes de IA no TRE-PI observara a classificacdo de risco estabelecida pelo
CNJ, visando a proteg¢ao dos direitos fundamentais, a mitigacao de vieses discriminatérios e a
garantia de equidade.

§ 1° As solugdes de IA classificadas como de alto risco, conforme definigdo do CNJ, exigirdo
Avaliacao de Impacto Algoritmico (AIA) prévia a sua implementacao.

§ 2° A AIA devera ser documentada e conter, no minimo, a descrigdo do sistema, a finalidade, a
andlise de necessidade e proporcionalidade, e os mecanismos de mitigacdo de riscos
identificados.

§ 3° Caso se constate a impossibilidade de eliminacdo do viés discriminatério, a solugcado de
inteligéncia artificial devera ser descontinuada e o registro do Sinapses devera ser cancelado,
podendo-se submeter o relatério de medidas adotadas e as razbes que justificaram a deciséo a
analise independente, para a realizacao de estudos, se for o caso.

Art. 19. Consideram-se de alto ou baixo risco, conforme o caso, as solugdes que utilizem técnicas
de inteligéncia artificial, desenvolvidas e utilizadas para as finalidades e contextos descritos no
Anexo de Classificacdo de Riscos da Resolucdo CNJ n°® 615/2025.

§ 1° As solugbes de alto risco deverdo ser submetidas a processos regulares de auditoria e
monitoramento continuo para supervisionar seu uso e mitigar potenciais riscos aos direitos
fundamentais, a privacidade e a justica.

§ 2° As solugbes de baixo risco deverdo ser monitoradas e revisadas periodicamente, para
assegurar que permanecam dentro dos pardmetros de baixo risco e que eventuais mudancas
tecnoldgicas ou contextuais ndo alterem essa categorizagao.

Art. 20. Qualquer sistema de IA devera ser utilizado como ferramenta de apoio e auxilio na
elaboragao de minutas, nunca como substituto da competéncia deciséria do(a) magistrado(a) ou
do(a) gestor(a), sendo indispensavel a supervisdo humana para revisao e validacao final, bem
como vedada a tomada de decisdes judiciais ou administrativas de forma totalmente
automatizada.

§ 1° O(a) usuario(a) interno(a), seja magistrado(a), servidor(a) ou colaborador(a), tera autonomia
para revisar e modificar qualquer conteudo gerado pela IA, sendo responsavel final pela deciséo
ou ato final praticado.

§ 2° Devera ser priorizado o uso de prompts e modelos disponibilizados por fontes confiaveis e

Este documento foi gerado pelo usuario 217.***.***-68 em 21/01/2026 09:20:40

Numero do documento: 25121812092879800000022202343
https://pje.tre-pi.jus.br:443/pje/Processo/ConsultaDocumento/listView.seam?x=25121812092879800000022202343
Assinado eletronicamente por: SEBASTIAO RIBEIRO MARTINS - 18/12/2025 12:09:28

Num. 22559762 - Pag. 8



validadas.

§ 3° A revisdo realizada pelo(a) usuario(a) deve englobar a analise de elementos como a acuracia
factual, a correcado juridica, a pertinéncia ao caso concreto, a auséncia de vieses e de
alucinacdes, a adequacao da linguagem e a fidedignidade de jurisprudéncias, leis e doutrinas
citadas.

Art. 21. Aos (As) magistrados(as) e aos servidores(as) da Justica Eleitoral do Piaui, no exercicio
de suas atribuicbes, somente é permitida a utilizagdo de sistemas de Inteligéncia Atrtificial
autorizados oficialmente pela Presidéncia do Tribunal, apés manifestagao do CDTI.

Art. 22. As solugdes de IA Generativa ndo contratadas pelo Tribunal poderdo ser utilizadas por
magistrados(as), servidores(as) e colaboradores(as) da Justica Eleitoral do Piaui, em suas
respectivas atividades, como ferramentas de auxilio a gestdo ou de apoio a decisao, mediante
autorizacdo da STI, desde que em obediéncia aos padrées de seguranga da informacéo e as
normas desta Resolugao.

Paragrafo unico. As solicitacbes para uso de solugdo de IA Generativa, a que se refere o caput,
deverao ser encaminhadas a STI por meio do sistema SEI, utilizando-se modelo especifico de
formulario.

Art. 23. Ficam vedados ao TRE-PI, por acarretarem risco excessivo a seguranga da informacéao e
aos direitos fundamentais dos cidadaos, o desenvolvimento e a utilizagdo de solugdes que se
enquadrem nas vedagdes de risco excessivo previstas na Resolugdo CNJ n°® 615/2025.

Art. 24. Quando houver emprego de IA generativa para auxilio a redacdo de ato judicial, tal
situagcdo podera ser mencionada no corpo da decisdo, a critério do(a) magistrado(a), sendo,
porém, devido o registro no sistema judicial com a utilizacdo de marcador especifico contendo
essa indicacao, para fins de produgao de estatisticas, monitoramento e eventual auditoria.

Art. 25. E vedado o uso de LLMs e sistemas de IA generativa para processar, analisar, gerar
conteudo ou servir de suporte a decisdes, a partir de documentos ou dados sigilosos ou
protegidos por segredo de justi¢a, salvo quando devidamente anonimizados na origem ou quando
forem adotados mecanismos técnicos e procedimentais que garantam a efetiva protecado e
segurancga desses dados e de seus titulares.

Art. 26. E vedado ao TRE-PI o desenvolvimento de sistemas, bem como o uso de LLMs e
sistemas de |IA generativa privados ou externos ao Judiciario, para as finalidades a seguir e
outras que venham a ser igualmente consideradas de alto risco:

| — que ndo possibilitem a revisdo humana dos resultados propostos ao longo de seu ciclo de
treinamento, desenvolvimento e uso, ou que gerem dependéncia absoluta do(a) usuario(a) em
relagcdo ao resultado proposto, sem possibilidade de alterac&o ou revisio;

Il — que valorem tragos da personalidade, caracteristicas ou comportamentos de pessoas naturais
ou de grupos de pessoas naturais, para fins de avaliar ou prever o cometimento de crimes ou a
probabilidade de reiteragao delitiva na fundamentacédo de decisdes judiciais, bem como para fins
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preditivos ou estatisticos com o propédsito de fundamentar decisbes em matéria eleitoral a partir
da formulagao de perfis pessoais;

Il = que classifiquem ou ranqueiem pessoas naturais, com base no seu comportamento ou
situacao social ou ainda em atributos da sua personalidade, para a avaliagdo da plausibilidade de
seus direitos, méritos judiciais ou testemunhos; e

IV — a identificacao e a autenticagao de padroes biométricos para o reconhecimento de emocdes.
CAPITULO V
DA TRANSPARENCIA, DA AUDITORIA E DA CAPACITAGAO

Art. 27. O TRE-PI devera manter inventario atualizado de suas solugdes de IA em uso,
classificando-as quanto ao risco, conforme diretrizes do CNJ.

Art. 28. O CGIA, em conjunto com a STI, definira protocolos de auditoria periédica para monitorar
o desempenho dos sistemas de IA desenvolvidos pelo Tribunal, especialmente quanto a detecgao
de vieses e a segurancga dos dados.

Art. 29. Os(as) gestores(as) negociais e de tecnologia, dos projetos de modelos ou solugbes de
IA homologados pelo CDTI, deverdo submeter ao CGIA a prestagdo de contas de cada sistema,
que compreendera:

| — os nomes dos responsaveis pela execucao das acgdes e pela prestacao de contas;

Il — os custos envolvidos com pesquisa, desenvolvimento, implantacdo, comunicacdo e
treinamento;

Il — a existéncia de ac¢des de colaboragdo e cooperacado entre os agentes do setor publico ou
entre esses e a iniciativa privada ou a sociedade civil;

IV — os resultados pretendidos e os que foram efetivamente alcangados;

V — a demonstragdo de efetiva publicidade quanto a natureza do servigo oferecido, técnicas
utilizadas, desempenho do sistema e riscos de erros; e

VI — a demonstragao da divulgagéo das informagdes acima mencionadas em formato acessivel e
linguagem simples, através de canais adequados, com atualizagbes regulares, permitindo a
interagédo do publico para esclarecimento de duvidas e sugestdes.

Art. 30. Os(as) usuarios(as) externos(as) deverado ser informados, de forma clara e acessivel,
guando interagirem com um sistema de IA.

Art. 31. Ficam garantidos aos titulares, nos termos da Lei Geral de Prote¢cdo de Dados (LGPD),
os direitos de contestagdo e revisdo quanto as decisdes tomadas unicamente com base em
tratamento automatizado de dados pessoais que afetem seus interesses.

Art. 32. O desenvolvimento de pesquisas, ensino e treinamentos de Inteligéncia Artificial deve ser
livre de preconceitos, visando:
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| — respeitar a dignidade e a liberdade de pessoas ou grupos envolvidos em suas atividades,
evitando praticas de discriminagdo, assédio ou exclusao;

Il — coibir atividades que envolvam qualquer forma de risco ou prejuizo aos seres humanos, como
testes inseguros ou a manipulacdo de dados sensiveis sem consentimento, ou ainda o uso
indiscriminado ou malicioso de dados que possam comprometer a equidade das decisfes;

Ill — identificar e evitar sectarismos ou vieses que possam direcionar o curso da pesquisa ou seus
resultados, comprometendo a objetividade ou a imparcialidade dos estudos.

CAPITULO VI
DA PLATAFORMA SINAPSES

Art. 33. O TRE-PI incentivara o uso e a contribuicdo para a Plataforma Sinapses, mantida pelo
CNJ, como ambiente preferencial para o desenvolvimento e o compartilhamento de solugdes de
IA.

Art. 34. As solucdes de IA desenvolvidas pelo TRE-PI, quando nao envolverem informacgdes
estratégicas ou de seguranca, deverao ser depositadas na Plataforma Sinapses para fomentar o
desenvolvimento colaborativo.

Paragrafo unico. O depdsito do codigo-fonte, bases de dados e demais partes da solugao de IA
poderédo ser dispensados, sempre que as licencas de protegao ao direito autoral e a propriedade
intelectual limitem seu compartilhamento publico, hipdtese em que o Tribunal devera indicar quais
sao os sistemas, motores, bases de dados, LLMs e demais elementos utilizados na solugcédo de
IA, acompanhados de suas respectivas versdes e fornecedores.

CAPITULO VII
DAS DISPOSIGOES FINAIS

Art. 35. Os projetos de modelos ou solugbes de IA, atualmente implantados ou em
desenvolvimento, deverdao ser submetidos ao CDTI para registro e inventario, no prazo de 90
(noventa) dias; e gradualmente adequados ao disposto nesta resolugdo, pelas areas
responsaveis, no prazo de 180 (cento e oitenta) dias.

Art. 36. O CDTI devera aprovar, em até 120 (cento e vinte) dias, documento ou formulario
contendo as informagdes do modelo ou solugéo de IA a ser registrado ou avaliado.

Art. 37. O CDTI devera submeter a alta administragdo, em até 180 (cento e oitenta) dias,
processo visando assegurar a realizacdo de estudos, pesquisas, ensino e treinamentos de
Inteligéncia Artificial livre de preconceitos, visando cumprir o art. 32 desta resolucéo.

Art. 38. Os eventos adversos relacionados ao uso de solug¢des de inteligéncia artificial deverao
ser comunicados, de forma imediata e obrigatéria, por meio do sistema SEI, ao Comité Gestor de
Inteligéncia Artificial, que, quando necessario, reportara ao Comité Nacional de Inteligéncia
Artificial do Poder Judiciario no prazo de até 72 (setenta e duas) horas, apos a sua identificagao,
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conforme disposto no art. 42 da Resolugdo CNJ n° 615/2025.

Art. 39. Os casos omissos serao resolvidos pela Presidéncia e pela Diretoria-Geral, no ambito de
suas atribuicdes.

Art. 40. Esta resolucdo entra em vigor na data de sua publicagéo.

Sala das Sessfes por Meio Eletrdnico do Tribunal Regional Eleitoral do Estado do Piaui, em
Teresina, 17 de dezembro de 2025.

Desembargador SEBASTIAO RIBEIRO MARTINS

Presidente e Relator

RELATORIO

O SENHOR DESEMBARGADOR SEBASTIAO RIBEIRO MARTINS (RELATOR): Senhores
Juizes desta Egrégia Corte, Senhor Procurador Regional Eleitoral, Senhoras Advogadas,
Senhores Advogados e demais pessoas presentes,

Trata-se de proposta de minuta de resolugdo regulamentando o desenvolvimento, a utilizagdo
ética e segura, o monitoramento e a governanca das solugbes de inteligéncia artificial (I1A) no
ambito da Justica Eleitoral do Piaui, em atencao as diretrizes e orientacbes estabelecidas pelo
Conselho Nacional de Justica, na Resolugdo CNJ n°® 615/2025, acerca do uso responsavel e ético
da Inteligéncia Artificial (IA) no Poder Judiciario.

A Coordenadoria de Desenvolvimento e Infraestrutura (CODIN), da Secretaria de Tecnologia da
Informacdo (STI), apresentou, inicialmente, uma minuta de Portaria, que foi submetida a
consideragdo das unidades envolvidas com o tema, as quais apresentaram sugestdes de
aperfeicoamento da proposta de regulamentagdo, com énfase para a Assessoria da Presidéncia,
a Corregedoria Regional Eleitoral do Piaui, a Secretaria Judiciaria e o Gabinete do Juiz Togado 1.

Encaminhados os autos a Assessoria Juridica da Diretoria-Geral, a unidade deteve-se no estudo
das propostas apresentadas, logrando apresentar a versao final em formato de minuta de
Resolugao, ID 22555082, pags. 90/100, que contempla o resultado dos estudos de forma
adequada, observados os fins almejados e as regras de técnica legislativa.

A Diretoria-Geral, acolhendo o parecer da sua Assessoria Juridica, entende que a versao final de
minuta de Resolucido esta apta a ser submetida ao crivo decisério dos Juizes Membros que
compdem a Egrégia Corte deste Tribunal.

No documento ID 22555082, pags. 101/102, consta decisao deste Presidente submetendo os
autos ao crivo do Procurador Regional Eleitoral e a deliberagdo dos Juizes Membros que
compdem a Corte Eleitoral, a quem compete votar e aprovar resolugcées, nos termos do art. 15,
inciso IX, do Regimento Interno deste Tribunal (Resolugdo TRE/PI n°® 107/2005).
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O Ministério Publico Eleitoral opinou favoravelmente a aprovacao da ultima versdo da minuta de
resolucao, ja que em perfeita harmonia as recomendagdes do Conselho Nacional de Justica.

E o relatorio.

VOTO

O SENHOR DESEMBARGADOR SEBASTIAO RIBEIRO MARTINS (RELATOR): Senhores
Juizes desta Egrégia Corte, Senhor Procurador Regional Eleitoral, Senhoras Advogadas,
Senhores Advogados e demais pessoas presentes,

O presente procedimento objetiva a edicao de ato normativo regulamentando o desenvolvimento,
a utilizacdo, o monitoramento e a governanca das solugdes de Inteligéncia Artificial (IA) no ambito
do Tribunal Regional Eleitoral do Piaui.

Destaco, inicialmente, que, por se tratar de matéria inovadora e complexa, que envolve
seguranga de dados e informagdes e se reveste de inegavel impacto administrativo, corroboro
com a sugestao langada pelo GABJT1, constante do Memorando 5 (ID 22555082, pags. 45/46),
no sentido de que a regulamentagdo, em ambito interno, seja por meio de Resolugédo e ndo de
Portaria, de forma a se obter o devido respaldo dos Juizes Membros que compdem este
Regional.

A versao final de minuta de resolugéo foi elaborada pela ASSDG com o objetivo de contemplar as
alteragdes de técnica legislativa necessarias, bem como as pertinentes manifestagées das outras
unidades envolvidas com o tema, que aperfeigoaram a proposta original.

Apreciando a minuta final, verifico que esta alinhada a Resolugdo CNJ n°® 615/2025, a qual
estabelece diretrizes para o desenvolvimento, utilizagdo e governanca de solu¢des de IA no
Poder Judiciario; bem como a Resolugdo TSE n° 23.644/2021, que dispde sobre a Politica de
Seguranca da Informacao (PSI) no ambito da Justica Eleitoral, adotada pelo TRE-PI por meio da
Resolugao n° 448/2022.

Entendo que a proposta encontra resguardo fatico e juridico; que o trdmite do processo
aconteceu de forma regular, e que a minuta foi apresentada de maneira clara e adequada,
encontrando-se apta a ser aprovada.

Ante o exposto, voto, em consonancia com o parecer ministerial, pela aprovacdo da minuta de
resolugao de ID 22555082, pags. 90/100, determinando sua conversao em instrumento definitivo
pela unidade competente.

E o voto.

EXTRATO DA ATA

PROCESSO ADMINISTRATIVO N° 0600258-77.2025.6.18.0000. ORIGEM: TERESINA/PI
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Requerente: Secretaria de Tecnologia da Informagao do TRE/PI

Relator: Desembargador Sebastido Ribeiro Martins

Decisao: ACORDAM as|os Juizas|es do Tribunal Regional Eleitoral do Piaui, por unanimidade,
APROVAR a minuta de resolucédo de ID 22555082, pags. 90/100, determinando sua conversao
em instrumento definitivo pela unidade competente, na forma do voto do Relator.

Presidéncia do Excelentissimo Senhor Desembargador Sebastido Ribeiro Martins.

Tomaram parte no julgamento os Excelentissimos e Excelentissimas Senhores e Senhoras
Desembargadores Sebastidao Ribeiro Martins e Ricardo Gentil Eulalio Dantas; o Juiz
Federal Doutor Gustavo André Oliveira dos Santos; os Juizes Doutores José Maria de Araujo
Costa e Daniel Eufrasio de Sousa Alves, a Juiza Doutora Maria Luiza de Moura Mello e Freitas e
o Juiz Doutor Edson Alves da Silva. Presente o Procurador Regional Eleitoral, Doutor Kelston
Pinheiro Lages.

SESSAO ADMINISTRATIVA EXTRAORDINARIA POR MEIO ELETRONICO DE 17.12.2025
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